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Introduction

This is a technical scope of work (TSW) between the Fermi National Accelerator Laboratory (Fermilab) and the experimenters of UVA and ANL who have committed to participate in beam tests to be carried out during the 2021 Fermilab Test Beam Facility program.

The TSW is intended primarily for the purpose of recording expectations for budget estimates and work allocations for Fermilab, the funding agencies and the participating institutions. It reflects an arrangement that currently is satisfactory to the parties; however, it is recognized and anticipated that changing circumstances of the evolving research program will necessitate revisions. The parties agree to modify this scope of work to reflect such required adjustments. Actual contractual obligations will be set forth in separate documents.

This TSW fulfills Article 1 (facilities and scope of work) of the User Agreements signed (or still to be signed) by an authorized representative of each institution collaborating on this experiment.

Description of Detector and Tests:
The Solenoid Large Intensity Device (SoLID) is a mid-scale project planned for the physics program in experimental Hall A of Jefferson Lab. SoLID is a multi-purpose, large acceptance device that will be used to carry out a wide range of experiments such as SIDIS, PVDIS, J/Psi production and GPD measurements. The experimenters are part of the SoLID collaboration and are leading the electromagnetic calorimeter (ECal)’s design, prototyping, and testing.  The SoLID ECal consists of a 2-cm thick preshower (Fig.1) portion and a 18X0-thick shashlyk shower portion (Fig.2).

 
[image: image3]
The lateral size of both preshower and shower modules are 100cm2 with a hexagon shape with each side being 6.25-cm wide. While cosmic tests of the SoLID ECal showed promising results, the performance of the ECal, especially its energy resolution for GeV-energy electrons, need to be characterized in a beam test. The goal of the test described in this TSW is to measure the response of a 3-module cluster of the SoLID ECal to the GeV-energy electron beam available at FTBF.  Schematic diagrams of the test are shown in Figs. 3 and 4.

[image: image4.jpg]


[image: image5.jpg]




Figure 2: SoLID Shashlyk (shower) modules; bare view (left), and wrapped view (right).
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[image: image8.emf]As shown in the figure above, the test will consists of four detector components: A set of trigger scintillators (two bars, each about 20cm x 50cm in lateral size) readout by PMTs, a 2X0-thick pre-lead layer (from Kolgashield Inc.), 3 preshower modules are read out by WLS fibers coupled to PMTs, and 3 shashlyk shower modules are read out also by WLS fibers coupled to PMTs. All modules should be placed on a sufficiently large table that can hold 90 kg weight load. Some mechanical support will be needed to hold these three shashlyk modules in a 3-cluster arrangement and to hold the pre-lead layers upright in front of the preshower modules. 

The readouts are performed by NIM or CAMAC modules. Trigger will be formed using scintillator signals and NIM logic modules. Signal of Preshower and Shashlyk shower modules will be read by JLab Flash ADCs 250 (FADC250). The DAQ will be hosted by a stand-alone computer placed close to the electronic racks. 
The FTBF’s MWPC will be used to provide positioning information of the beam and the upstream Cherenkov is needed for PID. The two sets of data (MWPC and experimenter’s DAQ) will need to be matched on an event-by-event basis offline using timestamps. Details of the DAQ hardware can be seen in Figure 5.
Figure 5: Daq hardware setup for the SoLID ECal test.

The signals from Preshower and Shashlyk shower will be read out using Jlab FADC250 modules. The FAC250 module is a 6U VME64x unit, with 1U width. Each FADC250 module has 16 channels. In our setup, there will be 3 channels of Preshower and 3 channels of Shashlyk shower, so one FADC250 module is enough for our test.
The DAQ system consists of three major components, including a NIM crate, a VME crate and a dedicated DAQ computer. The NIM crate will be used to power up an amplifier module 776, a level translator module 4616, and a coincidence module 754; these NIM modules will be used for processing trigger signals from the two scintillators. The raw signals from the scintillators will be first amplified by the module 776, then the amplified signal will be forwarded to the level translator. After that, the signals with the correct level will be sent to the module 754 for logic operation, resulting in the trigger signal for the DAQ system. The VME crate will hold a trigger supervisor module (developed by Jefferson Lab) playing the role of dispatching triggers to different readout components such as the FADC250. A dedicated CPU main board will be installed in the VME crate, this CPU board reads data from the FADC250 module through the VME bus. The CPU board in the VME crate sends data to the DAQ computer through an Ethernet interface. The JLab CODA3 DAQ software will be used to process the data from the CPU board. The CODA3 system in the DAQ computer will have two ROC units (one for FADC250, the other for a TDC module providing the time-stamp for the trigger); one EB unit for event building; and one ET unit for event transfer. An online monitor will be used to fetch event from the ET and monitor the data quality in real time. 
The FTBF’s MWPC will be used to provide positioning information of the beam. The readout of MWPC signal will be triggered by the same trigger as for the calorimeters. A TDC module will also be added to the MWPC readout system, providing the time-stamp information for each trigger. During the offline analysis, the MWPC and calorimeter signals will be matched using this time-stamp information, forming up one complete event. 

The experiment will require running over a week of beam time (either daytime or nighttime shifts).
I. Personnel and Institutions:

Spokesperson: Jixie Zhang (UVA)

Lead Experimenter in charge of beam tests: Jixie Zhang (UVA)

Fermilab Experiment Liaison Officer: Mandy Rominsky
The group members at present are:  (Please use full names)
	
	Institution
	Country
	User
	Rank/Position
	Other Commitments

	1.1
	University of Virginia
	USA
	Xiaochao Zheng
	Professor
	JLab SoLID

	
	
	
	Jixie Zhang
	Research Scientist
	

	
	
	
	Xinzhan Bai
	Postdoc
	

	1.2
	Argonne National Laboratory
	USA
	Paul Reimer
	Scientist
	Seaquest, MUSE, SoLID

	
	
	
	Junqi Xie
	Scientist
	JLab SoLID

	
	
	
	Manoj Jadhav
	Postdoc
	EIC

	1.3
	Jefferson Lab
	USA
	David Flay
	Scientist
	JLab


II. Experimental Area, Beams and Schedule Considerations:

II.1 Location

I.1.1 The beam test(s) will take place in MT6.2B, as shown in Appendix I.

An electronic rack will be placed next to the table to host the DAQ and a PC for readout. 
I.1.1 A clean work space may be needed to work on detector repairs or modifications.  

II.2 Beam

II.2.1 Beam Types and Intensities

Energy of beam: 1-16 GeV (secondary beam)
Particles: electrons (mix of kaons, muons, pions and electrons are okay, but need PID by Cherenkov)
Intensity: 500k particles/spill

Beam spot size: about 2cm  of radius 
II.2.2 Beam Sharing

One of the test goals is to measure the energy resolution of the calorimeter for electrons. Therefore, the material between the beam and the detectors should be minimized. The FTBF wire chambers (MWPC) are thin enough that should not be an issue, and they are needed to provide beam position information.

II.3 Experimental Conditions

II.3.1 Area Infrastructure

The lateral size of the SoLID ECal 3-prototype cluster is about 22cm x 22cm, with a length of about 110 cm (including preshower, prelead, and the PMTs).  The readout of the preshowers is transferred through WLS fibers connecting to PMTs, and some space is needed to bend the fiber and to place the Preshower PMTs. The total weight of the detector bundle should be around 90kg (including the holders of all detectors).

The experimenters would also like to use a sufficient number of FTBF wire chambers for tracking particles before our detectors, and at least two scintillators for triggering.

II.3.2 Electronics and Computing Needs

We would like Fermilab test beam facility to provide 8 channels of negative HVs (< 2500V) to our PMTs. We will bring our own VME and NIM crates, but we need Fermilab to prove a movable rack to hold these crates. 
One DAQ computer will also be brought to the test site. Our DAQ computer will need to be networked to transfer data back to JLab servers. As one possibility, we may connect our DAQ computers to a private internal network that is gatewayed to the FNAL network, like the set-up by Martin Purschke during the T1044 test in FY2016, but we would also be okay with connecting directly to the FNAL network if that is the only choice.  
See Appendix II for summary of PREP equipment pool needs. 
II.3.3 Description of Tests

It is expected that the SoLID ECal prototype bundle will need no major effort to install in the beamline.  Some mechanical structure may be needed to hold the trigger scintillators, the pre-lead, and the preshower in position.
As stated previously, the experimenters expect to run for 12 hours a day for about one week.  Generally, only a few accesses are expected to be required, except if the detectors or the DAQ stops working that needs fixing or debugging.
For the test, a 1-16GeV electron beam is needed. A day of beam per energy point for a total of 7 energy points (for example, 1, 2, 4, 6, 8, 12, 16 GeV) are needed. The rate should be at least a few Hz/cm2 to allow sufficient statistics to be accumulated each day.

See section 2.3.3 for total run time and long-term schedule.

II.4 Schedule

The experiment expects to request one to two weeks of running as the starting point. If the test results are not as expected, more tests will be needed in the next couple of years until the performance meets the expectation and the requirement of the JLab SoLID project.

Experimental Planning Milestones
Jan 6-8 2021
Experimenters arrive at FNAL to be ready for ID application and training starting.
Jan 7-12 2021  Installation of detectors and the DAQ system in MT6.2B area
Jan 13-19 2021 Data-taking over day-time during this period
Jan 20-26 2021 Data-taking over night-time during this period
Jan 27-28 2021 Pack the detectors, experimenters return to Virginia
III. Responsibilities by Institution – Non Fermilab

III.1 Name of Institution:

· University of Virginia;

· Detector prototypes: $50K

· Installation and commissioning of detectors

· Staffing of data taking shifts

· Data Analysis

· Argonne National Laboratory;

· Installation and commissioning of detectors

· Staffing of data taking shifts

· Data Analysis

· Jefferson Lab; 

· Readout and DAQ Electronics: $10K
IV. Responsibilities by Institution – Fermilab

IV.1 Fermilab Accelerator Division:

4.1.1 Use of MTest beamline as outlined in Section II. [0.25 FTE/week]
4.1.2 Maintenance of all existing standard beam line elements (SWICs, loss monitors, etc) instrumentation, controls, clock distribution, and power supplies.
4.1.3 Scalers and beam counter readouts will be made available via ACNET in the MTest control room.
4.1.4 Reasonable access to the equipment in the MTest beamline.
4.1.5 Connection to ACNET console and remote logging should be made available.

4.1.6 The test beam energy and beam line elements will be under the control of the AD Operations Department Main Control Room (MCR). [0.25 FTE/week]
4.1.7 Position and focus of the beam on the experimental devices under test will be under control of MCR. Control of secondary devices that provide these functions may be delegated to the experimenters as long as it does not violate the Shielding Assessment or provide potential for significant equipment damage.
4.1.8 The integrated effect of running this and other SY120 beams will not reduce the neutrino flux by more than an amount set by the office of Program Planning, with the details of scheduling to be worked out between the experimenters and the Office of Program Planning.
IV.2 Fermilab Particle Physics Division:
4.2.1 The test-beam efforts in this TSW will make use of the Fermilab Test Beam Facility.  Requirements for the beam and user facilities are given in Section II.  The Fermilab PPD DDO Test Beam Group will be responsible for coordinating overall activities in the MTest beam-line, including use of the user beam-line controls, readout of the beam-line detectors, and FTBF computers. [6.5 FTE/week]
4.2.2 Various NIM modules (amplifier, discriminators, logic modules), and at least one NIM bin. We also will need help to procure the gases for the MWPC
4.2.3 No Crane/Forklift is needed
4.2.4 Conduct a NEPA review of the experiment.

4.2.5 Provide day-to-day ESH&Q support/oversight/review of work and documents as necessary.

4.2.6 Provide safety training as necessary, with assistance from the ESH&Q Section.

4.2.7 Update/create ITNA’s for users on the experiment.

4.2.8 Initiate the ESH&Q Operational Readiness Clearance Review and any other required safety reviews. 

IV.3 Fermilab Scientific Computing Division

4.3.1 Internet access should be continuously available in the MTest control room.

4.3.2 Si tracking system are not needed. 

4.3.3 See Appendix II for summary of PREP equipment pool needs.

4.3.4 Need network support for the DAQ computer. [0.2 FTE]

IV.4 Fermilab ESH&Q Section

4.4.1 Assistance with safety reviews.
4.4.2 No radioactive source is needed.
4.4.3 Provide safety training, with assistance from PPD, as necessary for experimenters. [0.2 FTE]
IV.5 Fermilab Collaborators
IV.5.1 No Fermilab collaborators so far.

V. Summary of Costs

	Source of Funds [$K]
	Materials & Services
	Labor
(person-weeks)

	Accelerator Division
	0
	0.5

	Particle Physics Division
	0.0
	0

	Scientific Computing Division
	0
	0

	ESH&Q Section
	0
	0.2

	
	
	

	Totals Fermilab
	$0.0K
	0.7

	Totals Non-Fermilab
	0
	6


VI. General Considerations 

6.1 The responsibilities of the Spokesperson and the procedures to be followed by experimenters are found in the Fermilab publication "Procedures for Researchers": (http://www.fnal.gov/directorate/PFX/PFX.pdf). The Spokesperson agrees to those responsibilities and to ensure that the experimenters all follow the described procedures.

6.2 To carry out the experiment a number of Environmental, Safety and Health (ESH&Q) reviews are necessary. This includes creating an Operational Readiness Clearance document in conjunction with the standing Particle Physics Division committee. The Spokesperson will follow those procedures in a timely manner, as well as any other requirements put forth by the Division’s Safety Officer.

6.3 The Spokesperson will ensure at least one person is present at the Fermilab Test Beam Facility whenever beam is delivered and that this person is knowledgeable about the experiment’s hazards.

6.4 All regulations concerning radioactive sources will be followed.  No radioactive sources will be carried onto the site or moved without the approval of the Fermilab ESH&Q section.

6.5 All items in the Fermilab Policy on Computing will be followed by the experimenters. (http://computing.fnal.gov/cd/policy/cpolicy.pdf).

6.6 The Spokesperson will undertake to ensure that no PREP or computing equipment be transferred from the experiment to another use except with the approval of and through the mechanism provided by the Scientific Computing Division management. The Spokesperson also undertakes to ensure no modifications of PREP equipment take place without the knowledge and written consent of the Computing Sector management.

6.7 The experimenters will be responsible for maintaining both the electronics and the computing hardware supplied by them for the experiment. Fermilab will be responsible for repair and maintenance of the Fermilab-supplied electronics listed in Appendix II. Any items for which the experiment requests that Fermilab performs maintenance and repair should appear explicitly in this agreement.

6.8 An experimenter will be available to report on the test beam effort at a Fermilab All Experimenters’ Meeting.

6.9 The co-spokespersons are the official contact and are responsible for forwarding all pertinent information to the rest of the group, arranging for their training, and requesting ORC or any other necessary approvals for the experiment to run.

6.10 The co-spokesperson should ensure the appropriate people (which might be everyone on the experiment) sign up for the test beam emailing list.

6.11 The spokesperson, or designee, will generate a one-page summary of the experiment’s use of the Test Beam facility during the fiscal year, to be included in the annual Test Beam Report Fermilab submits to the DOE.  

At the completion of the experiment:
6.12 The Spokesperson is responsible for the return of all PREP equipment, computing equipment and non-PREP data acquisition electronics. If the return is not completed after a period of one year after the end of running the Spokesperson will be required to furnish, in writing, an explanation for any non-return.

6.13 The experimenters agree to remove their experimental equipment as the Laboratory requests them to. They agree to remove it expeditiously and in compliance with all ESH&Q requirements, including those related to transportation. All the expenses and personnel for the removal will be borne by the experimenters unless removal requires facilities and personnel not able to be supplied by them, such a rigging, crane operation, etc.

Signatures:

________________________________________________
11    /  24    / 2020
Jixie Zhang, Experiment Spokesperson

Appendix I:  MT6 Area Layout
The experiment’s detector will be set up on the movable table in the MT6.2B section. A rack that hosts the DAQ electronics and a PC will be placed next to the movable table.  The experimenters would like to use MWPCs and the Cherenkov from FTBF along the beam line as in the below picture, so that we can identify electrons from the beam and track particles through the detectors.
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Appendix II:  Equipment Needs

Provided by experimenters:

JLab/UVA: DAQ computer, NIM crate and VME crate, HV cables, signal cables and detector holders.

UVA: 3 SoLID ECal prototype detectors, 3 preshower detectors, 2 Scintillator detectors.
Equipment Pool and PPD items needed for Fermilab test beam, on the first day of setup.

PREP Equipment Pool:
Quantity
Description
1

MIN crate 
1

VME crate
2

Lead plate  of  6"x6"x1/4" (15cmx15cmx.6cm)
PPD FTBF:

Quantity
Description
2

MWPC Stations

2

Scintillator Counters (not necessary to include MT6SC1)

1

Cherenkov Counter
1

Movable rack

1

One HV module that provides at least 8 channels of negative HV (< 2500V).
Appendix III: - Hazard Identification Checklist

Items for which there is anticipated need should be checked.  

See ORC Guidelines for detailed descriptions of categories.  

There is NO need to list existing Facility infrastructure you might be using.
(Do Not list FTBF Lasers or Motion Tables, unless you are bringing them)
	Flammables 
(Gases or Liquids)
	Gasses
	Hazardous Chemicals
	Other Hazardous /Toxic Materials

	Type:
	
	Type:
	
	
	Cyanide plating materials
	List hazardous/toxic materials planned for use in a beam line or an experimental enclosure:

	Flow rate:
	
	Flow rate:
	
	
	Hydrofluoric Acid
	

	Capacity:
	
	Capacity:
	
	
	Methane
	

	Radioactive Sources
	Target Materials
	
	photographic developers
	

	
	Permanent Installation
	
	Beryllium (Be)
	
	PolyChlorinatedBiphenyls
	

	
	 Temporary Use
	
	Lithium (Li)
	
	Scintillation Oil
	

	Type:
	
	
	Mercury (Hg)
	
	TEA
	

	Strength:
	
	
	Lead (Pb)
	
	TMAE
	

	Lasers
	
	Tungsten (W)
	
	Other:  Activated Water?
	

	
	Permanent installation
	
	Uranium (U)
	
	
	

	
	Temporary installation
	
	Other:
	Nuclear Materials
	

	
	Calibration
	Electrical Equipment
	Name:
	
	

	
	Alignment
	
	Cryo/Electrical devices
	Weight:
	
	

	Type:
	
	
	Capacitor Banks
	Mechanical Structures
	

	Wattage:
	
	
	High Voltage (50V)
	
	Lifting Devices
	

	MFR Class:
	
	
	Exposed Equipment over 50 V
	
	Motion Controllers
	

	
	
	
	Non-commercial/Non-PREP 
	
	Scaffolding/ 
Elevated Platforms
	

	
	
	
	Modified Commercial/PREP
	
	Other:
	

	Vacuum Vessels
	Pressure Vessels
	Cryogenics
	

	Inside Diameter:
	
	Inside Diameter:
	
	
	Beam line magnets
	

	Operating Pressure:
	
	Operating Pressure:
	
	
	Analysis magnets
	

	Window Material:
	
	Window Material:
	
	
	Target
	

	Window Thickness:
	
	Window Thickness:
	
	
	Bubble chamber
	


The following people have read this TSW:

________________________________________________
    /      / 2020
Patty McBride, Particle Physics Division, Fermilab

________________________________________________
    /      / 2020
Sergei Nagaitsev, Accelerator Division, Fermilab

_________________________________________________
    /      / 2020
Martha Michels, ESH&Q Section, Fermilab

________________________________________________
    /      / 2020
Robert Roser, Chief Information Officer, Fermilab

__________________________________________________          /      / 2020
Joe Lykken, Chief Research Officer, Fermilab

��Figure �SEQ Figure \* ARABIC�1�: SoLID Preshower prototypes, readout by WLS fiber connected to PMTs





��Figure �SEQ Figure \* ARABIC�3�: Schematic diagram of the setup for the SoLID ECal test. Top view.





��Figure �SEQ Figure \* ARABIC�4�: Schematic diagram of the setup for the SoLID ECal test. Front view of each detector.
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